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Abstract 

This research study investigated the use of multiple attribute decision theory (MADT) as a more robust mechanism 
to determine the best-in-class performer when conducting a benchmarking analysis involving inventory record 
accuracy within a public sector warehouse.  The traditional gap analysis technique only identifies the absolute best-
in-class performer for a single performance metric.  The MADT method uses multiple criteria to identify the best 
overall performer for a selected set of critical metrics.  Overall, this paper evaluated various decision-based 
methodologies to introduce a more scientific approach to benchmarking gap analysis. 
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1. Introduction 
This paper presents the research efforts conducted towards the completion of a funded research project by a team of 
researchers (UA team) from the Industrial Engineering department at the University of Arkansas, and the thesis 
requirements for Mr. James Oldham.  The research project entailed two phases which examined the policies and 
procedures involving inventory record accuracy within a public sector warehouse operation. The focus of the study 
was to discover if current industry practices were applicable for increasing overall warehouse accuracy levels. 
 
The first phase involved an in-depth review of three warehouses in the public sector and identified the critical 
performance metrics for each facility. The second phase involved a process benchmarking study focused on 
sampling other warehouses across multiple industries to identify best-in-class performance metrics for warehouse 
management. A gap analysis was performed during phase two that compared general industry results to the public 
sectors’ current operating procedures to identify opportunities for adaptation.  The purpose of the benchmarking 
study was to develop recommendations for specific policy changes that would lead to higher accuracy levels.  
 
However, new research questions were identified once the phase two of the study was completed.  Both the 
sponsoring public sector warehouses and the UA research team desired a more scientific analysis tool than classical 
benchmarking analysis provided.  This prompted the investigation of new methods for their application to 
benchmarking studies.  The UA team decided to investigate the use of decision-based methodologies for the 
benchmarking portion of this research.  These methods would allow comparisons to be made over a broad range of 
criteria, and allowed the sponsoring organization and the researchers to define specific priorities within the research. 
 
The motivation for this continued research stemmed from the process benchmarking study previously conducted by 
the UA research team.  The UA team used one warehouse as the “home” processes and nineteen other warehouses 
as potential “best-in-class” organizations.  Most benchmarking questions reported specific warehouse procedures.  
The UA team evaluated the results using traditional benchmarking analysis tools.  After the study concluded, the 
sponsoring organization and the UA team found three areas that were not completely described from the previous 
analysis.  These points were as follows: 

• Only one metric was used to identify the best-in-class for a particular set of questions.  No stratification of 
the data was performed for judging best practices. 

• Subjectivity was not analyzed during the discovery of the best-in-class performer.  Suggestions were based 
solely on the best-in-class performer for each individual metric. 

• No sensitivity analysis was performed to investigate what effect marginal changes in each critical metric 
had on the identification of the best-in-class performer. 



 
Several works by Edward H. Frazelle and Steven T. Hackman addressed improving warehouse performance by 
benchmarking [8,9,10].  However, these methods analyzed resource input and the resulting output.  The actual 
policies of conducting inventories and warehouse practices were not present in these models.  This prompted the 
investigation of using an alternate method of analysis for this benchmarking study. 
 

2. Alternative Methodologies 
The UA team desired a different method of evaluating the benchmarking data.  AHP and its associated mathematical 
formulations were the most robust for discovering best practices [15], but the method only allowed for pair-wise 
comparisons between alternatives and required a hierarchy structure to be developed.  The UA team felt this form of 
an AHP structure was not warranted and promp ted the investigation for an alternative method.   Based on the 
positive studies with AHP and its reliance on mathematical theory for discovering best practices, other methods of 
multi-attribute decision theory (MADT) were examined for their applicability to benchmarking. 
 

2.1 Multi-Attribute Decision Theory 

Multi-attribute decision theory (MADT) provides an easily understood, yet comprehensive set of quantitative and 
qualitative approaches to justify a decision between alternatives [3].  Identifying the best-in-class performer from 
this benchmarking study is, in fact, a decision based on information gathered during the study.  A specific type of 
MADT, called multi-attribute utility theory (MAUT), is examined for its applicability to this benchmarking study.  
Utility theory takes into account a range of the consequences of a particular decision and the risks of this decision, 
just as probability theory does for uncertainty.  The following sections outline the basis for MADT and the eventual 
decision to use MAUT for analysis purposes. 
 

2.2 Multi-Attribute Decision Theory Methods  

The first and most basic method of MADT discussed here is the use of comparison tools.  These methods range from 
scorecard evaluation of weighing factors to more complex use of polar graphs and evaluation ratings [4].  A second 
method of MADT uses an analytic hierarchy process (AHP).  This method allows quantifiable and intangible criteria 
to be broken down and measured in its simplest form [14].  The third example of MADT concerns utility models.  
This method uses a prescribed mathematical relationship to decide between alternatives, using either an additive or a 
multiplicative relationship between attributes [11].  For this research, each model was examined.  Table 1 shows the 
relationship between these methods in a benchmarking context. 
 

Table 1 – Comparison of multiattribute decision theory methods 
 

 Comparison Tools 
(Clemen, 1996) [4] 

Analytical Hierarchy 
(Saaty, 1980) [14] 

Utility Models 
(Fishburn, 1970) [6] 

Scaling Factors Actual unit Ratio; priorities Interval; utiles 
Evaluation of 
Preferences 

Single gap Pair-wise comparison Trade-offs 

Weighting N/A Normalized ratio from 
eigenvalues 

Assigned 

Synthesis  Varies Additive, eigenvectors Additive, multiplicative 
Structure Varies (majority are 

graphical) 
Hierarchical Matrix or tree 

Feedback from method Limited view of best-in-
class performance 

Synthesis; consistency 
Measure; technique 
produced weightings 

Synthesis  

 
The ideal MADT method would be applicable to benchmarking analysis and has potential for novel benchmarking 
analysis.  Basic tools such as radar graphs and scorecards have already been used for benchmarking studies, which 
were also used during the previous analysis.  The UA team felt the results obtained from these techniques did not 



contain robust suggestions for improvement for this study.  The data did not fit into a AHP structure for evaluation, 
as the critical metrics did not need to be broken down into sub-elements for comparison purposes [13]. 
 
It was decided to apply the utility method for analyzing the benchmarking data.  This method is known as multi-
attribute utility theory (MAUT).  This method was chosen due to its relative ease of both formation and 
computation.  The MAUT approach enables the decision maker to incorporate preference and value trade-offs for 
each metric and measure the relative importance of each [11].  Though other MAUT studies have been performed, 
there still exists a need for documented applications of this type of analysis [16].  Bordley (2001) describes the use 
of MAUT to perform gap analysis for service research.  The resulting gap analysis discounts the gap between 
performance and expectations, providing more empirical inferences than conventional gap analysis [2].  It is 
expected that MAUT applied to benchmarking will have the same benefit.  The following section outlines the basic 
details of this method. 
 

2.3 Multi-Attribute Utility Theory 

The basic goal of multi-attribute utility theory (MAUT) is to substitute information with an arbitrary measure called 
utiles so that the information can be compared.  The utile values range from a low of 0 to a high of 1, with 
intermediate values decided upon by the decision maker.  That is, the critical metrics identified are plotted on a 
graph from 0, being the worst case, to 1, being the best case.  Then, a utility curve is plotted to model the subjective 
value of each outcome [5].  To illustrate this, consider the case of being hungry and receiving a slice of pizza.  The 
first slice is very attractive, and so may be the next slice.  However, additional slices will become less attractive as 
the hunger dissipates.  Figure 1 illustrates the utility curve for this scenario.  
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Figure 1 – Value of additional slice of pizza 

 
Conversely, consider the case of a fire truck responding to an emergency call.  The earlier the truck arrives, the more 
lives can be saved.  As response time increases, the value of the truck arriving decreases.  Figure 2 illustrates the 
utility curve for this scenario. 
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Figure 2 – Value of increasing fire truck response time 

 
The most common method of curve fitting involves the decision maker identifying the lower and upper bounds for 
each curve, then identifying intermediate points on the curve.  That is, other metric values between these extreme 
points are decided upon by the decision maker, which further defines the shape of the curve.  This process continues 
until the decision maker is comfortable with the overall curve structure.  The curve can then be interpreted by hand 



or by common spreadsheet software [5].  Figures 3-6 show graphical representation of different types of utility 
curves.  The predetermined points are marked on each curve. 
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      Figure 3 – S-curve relationship     Figure 4 – Linear relationship 
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     Figure 5 – Negative curve relationship   Figure 6 – Linear relationship, multiple slopes 

 
The end result of MAUT is simply to maximize the combined utility value [11].  That is, each metric is assigned a 
utile value and is combined with other utile values to assess an aggregate utility value according to set mathematical 
procedures.  These procedures are explained in detail in the next paragraph.  MAUT allows the decision maker to 
develop reasonable preference criteria, determine which assumptions are most appropriate, and assess the resulting 
utility functions [12]. 
 
Two types of multi-attribute utility theory are common in current literature: additive and multiplicative utility 
theory.  For i alternatives with j attributes, the additive utility model is expressed as: 
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where: 
1. kj is a relative weight factor of the jth attribute.  
 
2. uj(xij) is the utility of the outcome xij for the jth attribute. 
 
3. All attributes are independent of each other. 
 



For i alternatives with j attributes, the multiplicative utility model is expressed as: 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on the various types of decision-based methodologies the UA team chose the additive utility method 
primarily for the following reasons: 

• Additive utility theory (AUT) provides a more practical methodology due to easier computational analysis.   
• AUT is easier to understand and explain relative to multiplicative utility theory. 

 
AUT allows the benchmarking party to assign priorities to certain metrics and allows stratification of all critical 
metrics.  Also, AUT can be applied using common spreadsheet software, which are readily available in most 
business settings.  No components of the formulation require complex iterative solutions.  Therefore, it is 
appropriate to apply additive utility theory for the purposes of this research.  This analysis method uses subjectivity 
in formulating the relative weight factors (ki), which therefore requires sensitivity analysis to be conducted to ensure 
robustness of assessment. 
 
3. Conclusions  
In essence, a formal MAUT analysis forces the benchmarking party to clearly define its priorities and measure the 
attractiveness of a discovered best practice.  This is especially crucial in benchmarking studies, as the effects of the 
study are far-reaching throughout the organization [7]. As benchmarking studies continue to become more complex, 
traditional benchmarking tools do not apply to new research [1].  The selection of the MAUT technique allowed the 
UA research team to address the three previously mentioned areas of further analysis of benchmarking data. MAUT 
allows a benchmarking team to evaluate each metric, weight it against other alternatives, and pick a best-in-class 
representative for making recommendations.  The anticipated short-term benefit of this research is to add robustness 
for suggestions presented to the public sector warehouse sponsor.  The anticipated long-term benefit of this research 
is the increased benefit of benchmarking methodologies through MAUT analysis. 
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where: 
1. kj is a relative weight factor of the jth attribute.  
 
2. uj(xij) is the utility of the outcome xij for the jth attribute. 
 
3. K is a scaling constant found by: 
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and must be found iteratively. 
 
4.  All attributes are independent of one another; -1 < K < 0  
      implies utility independence. 
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