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Abstract

Intermittent demand is characterized by demand ttetthas many time periods with zero demands Haird to
model intermittent demand by conventional distrids. In previous research, an algorithm to geedrdermittent
demand was developed. The algorithm generatesrdeb@sed on two stages: probabilistically genegatthether

or not a demand will occur and then generating zeno- demand if appropriate. This paper reports fiorts to
utilize the demand generation procedures as amiittent demand forecasting techniques called MCFARDF-

PB based on a parametric bootstrapping approadte parameters are probability of non-zero dematet aéro
demand, probability of non-zero demand after naww-zemand, mean of non-zero demand, non-zero demand
variance and lag 1 correlation coefficient of n@mezdemands respectively. This paper comparesfibetieeness

of MC-ARTA-IDF-PB with other relevant intermittedemand forecasting techniques and evaluates itsrpence

in a small empirical study.

Keywords

Intermittent demand forecasting, parametric boapgting, inventory control

1. Introduction

Intermittent demand is characterized by demand thathhas many time periods with zero demandsrrtent
demand is hard to model using conventional distidims and is hard to forecast. This research isvaiatd by the
difficulty to forecast the demand for reparable repparts found in the Naval Aviation Maintenanced®am
(NAMP) of US Navy. NAMP is a multi-echelon suppletwork with 3 levels. At the lower level the demédnd a
reparable spare part arrives when the part falt® demand at the higher levels occurs when therltavels are
unable to repair the failed spare part. The repaite may include shipping time, processing tinepair time,
waiting time, and delivery time. Because of theaiepycle as well as the failure cycle, the deméordrepair and
spare parts is often intermittent in nature. Théedive of this research is to develop a demanedasting
technique appropriate for intermittent demand aneMialuate its performance.

Traditional forecasting methods like simple expdra@rsmoothing (SES) and moving average are oftesuitiable

in intermittent demand scenarios. Croston’s [3]grapn intermittent demand is one of the pioneepagers that
addressed the issues related to intermittent derffaadasting. His method made a significant contidn to this
area and has overshadowed other methods. His mdgserved that SES, in an intermittent demand si®nar
overestimates soon after a demand, leading towsugibcking. This was later confirmed in Willemainal. [12].
Croston [3] splits the intermittent demand timeieeinto two constituent time series, one seriesttie non-zero
demand values and the other: for the time intebetlveen consecutive non-zero demands or transactiée
applied exponential smoothing, to both of the settecompute the Croston’s forecast estimate. stohret al. [5]
revisited Croston [3] and focused on the lack daitein Croston [3] on the variability of demanéimlike previous
research, Johnston et al. [5] modeled the vartghdlf the time series on the basis of varianceetathan Mean
Absolute Deviation. The paper also addressed theeisf change in variability through time. Crostopaper [3]
proposed a quantification of the bias associatel thie technique. However, there was an erroréncttmputation
of the unbiased expected value, which was pointgdyp Rao [6]. Syntetos [9] derived a method, bychtihis bias
can be removed and their method was found to ingthe forecasting accuracy when compared to EWMd\ an
Croston’s. The Syntetos Approximation approach besn recommended by other research, as an appeopria
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technique for intermittent demand. In addition bege approaches Willemain [11] developed a nonapetrac
bootstrapping approach for forecasting especiaitgrmittent demand. Willemain’s [11] approach ifydrid of
non-parametric bootstrapping and a patented jiigetechnique and proved to improve the forecastjdgr [8]
proposed parametric bootstrapping to forecastimgv slemand (MCROST, LOG and AVAR). Hua et al [4]
recommends a hybrid of support vector machine agitics regression for forecasting for intermittdamand and
was found to improve the forecast.

Varghese [10] developed an algorithm to generateaghe, in which the demand generation is split tato stages:
generating demand occurrence and when demand ogeuesate a non-zero demand. The demand occurignce
modeled by a Markov chain with two states (zero alednand non-zero demand) and corresponding tramsiti
probabilities which decide whether a demand ocoursot. When a demand occurs, a non-zero demagehisrated
based on a non-zero distribution. Varghese [10¢ctetl the geometric distribution as the underlyiog-zero
distribution. The choice was based on statisticallysis conducted on a real data. Correlation withe non-zero
demand process was induced by means of the ARTévitlign [2]. This paper explores efforts to develiye
demand generation procedure in Varghese [10] imtoindermittent demand forecasting technique based o
parametric bootstrapping. The parameterspgfepi1, tinz , 05z ande; yz: probability of non-zero demand after
zero demand, probability of non-zero demand after-rero demand, mean of non-zero demands, nondesnand
variance and lag 1 correlation coefficient of n@mezdemands respectively. The following sectiortuises how
this approach can be developed into a forecasteuhnique: MC-ARTA-IDF-PB (Markov Chain demand
occurrence and Auto Regressive to Any demand amagarametric bootstrapping. Then, the efficiencyME-
ARTA-IDF-PB will be compared with two other intertteint demand forecasting techniques.

2. Methodology

MC-ARTA-IDF-PB is a bootstrapping approach for mmakia forecast estimate. It requires estimates Her t
parameterdoy, P11, Unz » 05z ande, yz. Based on the transition probabilities a binargegator can be created, in
which the zero represents zero forecast estimatdsone represents non-zero forecast estimatesuiitherlying
model is a Markov chain model. With the decisiordméay the binary generators, MC-ARTA-IDF-PB caneyate
forecast estimates. The nonzero forecast is gextbizdsed on the ARTA algorithm with an underlyiran{zero
positive distribution. Axsater, [1] proposed thédaldete demand distributions can be fitted using$m, negative
binomial (also geometric) and the binomial disttibn. The selection of these distributions is bagedhe value of
uyzandez,. If 0.9 < 62,/uyz < 1.1, the Poisson distribution is selected (Case 192/ uyz > 1.1 the negative
binomial distribution is selected (Case 2)5i;/uyz < 0.9 then Poisson or a mixture of binomial distributionill
be selected (Case 3). MC-ARTA-IDF-PB computes thefficient of variation based on the,, ands?, estimates,
and decides on the underlying non-zero distributitius, a generated forecast estimate can be bamtsd. The
algorithm can summarized as below.

Estimatedy,, 11, fnz » 02z » P1nz.G(Yyz) € {Poisson, Negative Binomial}
Binary Generator Markov Chain( o1, P11), ARTA(G (Yyz), ¢A>1,NZ)
n « number of periods
fort=1ton
Do Bootstrap until Bootstrap size
generafe~Binary Generator
X, =0)-Y,=0
Else generdltg; = ARTA(G(Yyz), p1nz) andY; = Y, nz
End Bootstrap
Y, = Bootstrapped value of Y,
end for

The algorithm can be initialized as long as ameste for the all the parameters is available. &ithplementation
of the algorithm, at least 2 non-zero demands rhasavailable in order to initialize the estimate foean and
variance. In addition, the algorithm will not beiti@lized until there is a reasonable estimate the other
parameters. The multiple-step-ahead forecast estilma&qual to the one-step-ahead forecast essmakds is true
for the forecasting techniques Simple Exponentiab8thing, Moving Average, Croston and Syntetos. W&

ARTA-IDF-PB is compared with Croston and Syntetber this preliminary study, a bootstrap size of A0s
been arbitrarily selected. The MC-ARTA-IDF-PB foasting technique is implemented in the Java classed
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MCARTA. It is integrated with the Java Simulatioibtary. The JSL is an open source simulation lipfar Java
[7]. The JSL has packages that support random numéeeration, statistical collection, basic repayti and
discrete-event simulation modeling.

3. Experimental Analysis

The focus of the experiments is to evaluate théopmance of the MC-ARTA-IDF-PB to the methods deyald by
Croston and Syntetos. The comparison is based emrtor measures: MSE, MAD and MAPE. This papeo als
considers the effect of multiple period ahead fastg upon the estimates. The effect of the smaptténameters of
Croston and Syntetos are not considered. Thusdatd values for the smoothing constants will beduim the
comparisons rather than attempting to optimizeghedues based minimizing forecast error. Previoteymittent
demand forecasting literature has suggested tha¢vdetween 0.1 and 0.2 are reasonable.

For the purpose of the experiment, 50 demand datasse randomly selected from a Navy database déheand
has 127 periods (e.g. 127 months). The demandsasniittent in nature. The demand was collectedefech time
period from each data set and then forecast esténaére made based on each technique. The expéiisnem
through time index 127 and the error measure at 278 time index compared across the forecasting teciesigAs
mentioned earlier, the multiple-step-ahead forecdst the 3 techniques are the same as the onexbtsul
estimation. During the experiment run, the foreesstmates during these periods will be same; hewdorecast
error will be estimated based on the correspondamand for appropriate periods. Table 1 summathmsiesign
of the experiment. The basic statistics of thergperformance are observed from the experiments.fdtecasting
techniques were also compared using a multiple episgn with the best procedure based on MSE, MAD an
MAPE so that the best forecasting technique carrbemmended.

Table 1 Design of the Experiment

Forecasting Techniques Croston (0.1), Croston ((&3ntetos (0.1), Syntetgs
(0.2), MC ARTA

Number of period ahead forecasts 1,2,3and 4

Responses MSE, MAD, MAPE

4. Results

The mean estimates of MSE and MAD and MAPE for 38eobservations are tabulated in Table 2. Thisltresu
indicates that as the lag increases the error ials@ases usually except for very few exceptiond ahen it
happens the difference is within 3 decimal places.

Based on the raw results, it appears that the 8mi(®.2) method has slightly better performandthoagh not
significantly. The box plot (Figure 1) indicatdsat the difference between the MAD values (one-stegad-
forecasting) of each of the forecasting technigeegery similar. Similar observations were madetfer MSE and
the MAPE values (across multiple-step-ahead-fotetgs however due to space limitations the resbése been
omitted.

Figure 2 is the Minitab output of the MCB analybised on MAPE across each of the forecasting tqubsi It
shows the confidence interval of the MCB statistiRased on these results there is no statistié@rdnce between
the best forecasting technique and the other fetizptechniques. In other words, any of the tepes cannot be
ruled out as the best. Similar results were olexewhen MCB was used for MAD and MSE. While thexend
clear winner, we observed that all the 3 quartdésvIAD and MSE were lower for MC-ARTA-IDF-PB when
compared with the other forecasting techniques @xéaer one exception (results not included becasisace
limitation). This implies that, for example if wemsider the % quartiles, for at least 75% of the 50 items in the
inventory system the MC-ARTA-IDF-PB was the winn&his indicates that the distribution of the erréos the
various techniques may have important implicatiftmschoosing the best technique. Future researganned to
further explore this issue.

859



MAD at (t-1)

Table 2 Mean Estimate of MSE, MAD, MAPE

Varghese and Rossetti

Periods in
Forecast | Forecasting Technique MSE | MAD | MAPE
1 | Croston Alpha 0.1 1.295 | 0.681 | 0.673
1 | Croston Alpha 0.2 1.238 | 0.666 | 0.673
1 | MCARTA 1.440 | 0.647 | 0.727
1 | SyntetosBoylan Alpha 0.1 | 1.280 | 0.666 | 0.679
1 | SyntetosBoylan Alpha 0.2 | 1.213 | 0.639 | 0.683
2 | Croston Alpha 0.1 1.446 | 0.717 | 0.678
2 | Croston Alpha 0.2 1.327 | 0.691 | 0.679
2 | MCARTA 1.439 | 0.647 | 0.727
2 | SyntetosBoylan Alpha 0.1 | 1.417 | 0.701 | 0.682
2 | SyntetosBoylan Alpha 0.2 | 1.290 | 0.660 | 0.687
3 | Croston Alpha 0.1 1.554 | 0.752 | 0.683
3 | Croston Alpha 0.2 1.455 | 0.729 | 0.685
3 | MCARTA 1.439 | 0.647 0.727
3 | SyntetosBoylan Alpha 0.1 | 1.508 | 0.733 | 0.687
3 | SyntetosBoylan Alpha 0.2 | 1.387 | 0.694 | 0.693
4 | Croston Alpha 0.1 1.601 | 0.759 | 0.672
4 | Croston Alpha 0.2 1.454 | 0.730 | 0.666
4 | MCARTA 1.440 | 0.647 0.727
4 | SyntetosBoylan Alpha 0.1 | 1.555 | 0.740 | 0.677
4 | SyntetosBoylan Alpha 0.2 | 1.397 | 0.696 | 0.675
Boxplot of MAD at (t-1)
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Figure 1 Box plots of the MAD
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Hsu's MCE (Multiple Comparisons with the Best)

Familv error rate = 0.05
Critical walue = Z.1n6

Intervals for lewel mean ninus smallest of other lewvel means

Lewel Lower Center Upper
Croston Alpha 0.1 -0.411 0.152 0.715
Croston Alpha 0.2 -0.516 0.047 0.610
MCARTA -0. 445 0.118 0.651

SyntetosBoylan Alpha 0.1 -0.445 0.118 0.6851
SyntetosBoylan Alpha 0.2 -0.610 -0.047 0.516

Leyel  —=————= - - - +--
Croston Alpha 0.1 [ S i
Croston Alpha 0.2 [ B I
MCARTA S S ]
SyntetosBoylan Alpha 0.1 [ H o i
JyntetosBoylan 4lpha 0.2 (-—----—----—--- S ]

Figure 2 MCB estimates and the corresponding centfid interval of MAPE

4. Conclusions and Future Research

The initial results do not recommend MC-ART-IDF-P& the winner; however, no other technique was
recommended as the clear winner. Thus, thesalingsults indicate that MC-ARTA-IDF-PB is at leasimpetitive
with the known recommended intermittent forecastiaghniques. Thus, this motivates additional nesedo
improve MC-ARTA-IDF-PB’s performance. Two key awess of research in this regard are the estimatidheo
parametric parameters based on the data and inmgréve ARTA algorithm within MC-ARTA-IDF-PB. We w
to know how sensitive MC-ARTA-IDF-PB is to errors éstimating its parameters and how to developranpeter
updating scheme to adjust the parameters as newadaves. Secondly, the ARTA algorithm is knowndistort
the specified correlation in such a way that theiréd correlation is not achieved. This problem ba overcome
with a non-linear optimization procedure to bettextch the correlation parameters prior to genggatemand. This
was not done in this research to simplify the asialy In addition to these issues, we plan on iyasng how MC-
ARTA-IDF-PB performs within an operational settiag compared to the other techniques. For exanmyientory
control parameters must be set based on the fdsecéisis not clear how each technique will penfowhen its
forecasts are used to set policy parameters.
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